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"You shall know a word by the company 
it keeps." 

(J. R. Firth)

CONTEXT AROUND A WORD 
EVOLVES WITH TIME.



Context around a word evolves over time.

1950 1960 1970 1980 1990 2000 2010
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Words can change meaning in many ways. 
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From any kind of fruit to a 
specific fruit, and then to a tech 
company.

Semantic Syntactic

Broadening Narrowing

Expanded to include the 
meaning of a technology 
company.

Evolved from a common noun 
to proper noun (e.g., “Apple 
Inc.”).

Shifted from referring to any 
fruit to specifically the fruit of 
the apple tree.



Amelioration
• More positive meaning over time.
• Example: Knight (cniht)    

Words can change meaning in many ways. 

Pejoration
• More negative meaning over time.
• Example: Villain (villein)

Farm laborer Evil person

Servant Chivalry & honor

4



Words can change meaning in many ways. 

5

From any kind of fruit to a specific 
fruit, and then to a tech company.

Semantic Syntactic

Broadening Narrowing

Expanded to include the meaning of 
a technology company.

Evolved from a common noun to  
proper noun (e.g., “Apple Inc.”).

Shifted from referring to any fruit to 
specifically the fruit of the apple 
tree.

Amelioration Pejoration

Knight : From servant or attendant 
to a noble warrior or honorary title.

Villain : From a farm laborer to an 
evil character.



Statistically Significant Detection 
of Linguistic Change

1.
Vivek Kulkarni

Rami Al-Rfou

Bryan Perozzi

Steven Skiena

Diachronic Word Embeddings 
Reveal Statistical Laws of Semantic 
Change

2.
William L. Hamilton 

Jure Leskovec

Dan Jurafsky

Quantifying linguistic evolution and identifying mechanisms for detection.

*Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change.
**William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 

*WWW 2015 **ACL 2016
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Analyzing linguistic 
change through 
statistical methods 
and time series in 
Kulkarni et al. 
(2015).
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Key approaches for tracking language evolution.

Quantify the changes in a word’s usage over time.

Creating time series for each word. 

Detection of precise moment of semantic shift.

Creating algorithm for finding significant shifts.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 
8



Vocabulary (𝑉)

Divide and conquer approach for large-scale time series analysis.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

Corpus Snapshot (𝐶1)

Corpus Snapshot (𝐶2)

Corpus Snapshot (𝐶𝑡)

𝑇1 (𝑤)

𝑤 ∈ 𝑉

𝑇2 (𝑤)

𝑇𝑡 (𝑤)

Temporal Corpus (𝐶)
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There are three fundamental ways to use time series for measuring 
shifts. 

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

FrequencySyntacticDistributional
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Analyzing variations in a word’s surrounding context to observe 
shifts in its semantic meaning.

• Captures changes in word meaning based on surrounding words.

• Utilizes word embeddings to model context.

• E.g.: tape, gay, diet, sandy

"You shall know a word by the company it keeps." (J. R. Firth)

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 
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Analyzing variations in a word’s surrounding context to observe shifts in its 
semantic meaning.

• Captures changes in word 
meaning based on surrounding 
words.

• Utilizes word embeddings to 
model context.

• E.g.: tape, gay, diet, sandy

Corpus Snapshot (𝐶𝑡)

Corpus Snapshot (𝐶𝑡)

1960s

2000s computer
ibm

core

technology

samsung

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

apple

apple
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peach

apples

orange
banana

green

red



Aligning word embeddings enables comparison of a word’s meaning 
over time.

Corpus Snapshot (𝐶𝑡)

Corpus Snapshot (𝐶𝑡)

peach

apples

orange

banana

green

red

computer

ibm

core

technology

samsung

1960s

2000s

apple

apples

doctor

green

orange
roundpeach

banana

crunchy

crisp

crunch

pie

computer

core

technology

ibm
samsung

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

apple

apple
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Aligning word embeddings enables comparison of a word’s meaning 
over time.

apple

apples

doctor

green

orange
roundpeach

banana

crunchy

crisp

crunch

pie

computer

core

technology

ibm
samsung𝜃

Transforming embeddings from different time snapshots into a common coordinate system, enabling 
comparison of a word’s meaning over time.
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There are three fundamental ways to use time series for measuring 
shifts.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

Frequency

Raw count

Syntactic

Part of Speech

Distributional

Cosine Similarity

0.00

0.20

0.40

0.60

19
00

19
20

19
40

19
60

19
80

20
00

20
20

15

P
O

S 
ta

g 
d

is
tr

ib
u

ti
o

n Adjective

Proper Noun

Noun

0.00
0.20
0.40
0.60
0.80
1.00

19
00

19
20

19
40

19
60

19
80

20
00

20
20

0.00
1.00
2.00
3.00
4.00

N
or

m
al

iz
ed

 f
re

q
ue

n
cy

Co
si

n
e 

si
m

ila
ri

ty



Distributional method is the most effective method for capturing 
semantic shifts.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

Frequency

Raw count

Sampling errors due to 
domain or genre bias in 

corpus.

Syntactic

Part of Speech

Semantic shifts are not 
restricted to POS.

Distributional

Cosine Similarity

Sensitive to the quality 
and size of the corpus.
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Normalized time series Z 𝑤

Identifying significant shifts through change point algorithm.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

1900 1920 1940 1960 1980 2000 2020

Normalization
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Identifying significant shifts through change point algorithm.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 

Mean shift series 𝐾(𝑍 𝑤 ) 

1900 1920 1940 1960 1980 2000 2020

Normalization Mean Shift

Normalized time series Z 𝑤

1900 1920 1940 1960 1980 2000 2020
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Normalized time series Z 𝑤

Identifying significant shifts through change point algorithm.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 
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Normalized time series Z 𝑤

Identifying significant shifts through change point algorithm.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 
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Mean shift computed 
for actual time series.

Mean shift 
computed each 
sample P.

Normalization Mean Shift Analysis

Reflects how unusual 
the observed change 
is compared to 
random noise.
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Takeaways.

• Use of word embeddings to measure context of a 
word.

• Applying change point algorithm for identifying 
substantial shifts in word meanings.

Vivek Kulkarni, Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. (2015) Statistically Significant Detection of Linguistic Change. 
21



Quantifying 
semantic change 
through Diachronic 
word embeddings in
Hamilton et al. 
(2016).
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Role of word frequency in stability of word meanings.

Law of Conformity

Relation of polysemy to semantic change. 

Law of Innovation

Frequency and polysemy drive the evolution of 
word meanings.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
23



There are three ways for capturing 
word co-occurrence. 

Positive point-wise 
mutual information 

(PPMI)

Singular Value 
Decomposition 

(SVD)

Skip-gram with negative 
sampling (SGNS)

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
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Unlocking the hidden language of words with skip-gram. 

• Skip-gram model is designed to predict the context given a word.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
25

Teachers teach their students at school and it’s cool.

Center

𝑤𝑡𝑤𝑡−1𝑤𝑡−2𝑤𝑡−3 𝑤𝑡+1 𝑤𝑡+2 𝑤𝑡+3



Unlocking the hidden language of words with skip-gram. 

• Skip-gram model is designed to predict the context given a word.

• The model tries to maximize the probability of these context words given the target 
word, while also minimizing the probability of randomly sampled negative words that 
do not appear in the context.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
26

Positive samples

(students, teacher)

(students, school)

Negative samples

(students, car)

(students, banana)



Aligning word embeddings enables comparison of a word’s meaning 
over time.

apple

fruit

doctor

sweet

orange
roundgreen

red

crunchy

crisp

crunch

pie

computer

core

technology

ibm
samsung

Transforming embeddings from different time snapshots into a common coordinate system, enabling 
comparison of a word’s meaning over time.
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Aligning word embeddings enables comparison of a word’s meaning 
over time.

apple

fruit

doctor

sweet

orange
roundgreen

red

crunchy

crisp

crunch

pie

computer

core

technology

ibm
samsung

Transforming embeddings from different time snapshots into a common coordinate system, enabling 
comparison of a word’s meaning over time.

cat

car

deep

auto

gatto

profondo

gatto

cat
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Measuring strength of word associations through PPMI.

• PPMI helps to find words that 
frequently appear together in 
the same context.

• A higher PPMI value between 
two words suggests a stronger 
semantic relationship.

• The PPMI values for a target 
word and all context words form 
a high-dimensional vector.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
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Measuring strength of word associations through PPMI.

• PPMI helps to find words that 
frequently appear together in 
the same context.

• A higher PPMI value between 
two words suggests a stronger 
semantic relationship.

• The PPMI values for a target 
word and all context words form 
a high-dimensional vector.
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William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
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Extracting important features from PPMI matrix using SVD.

• SVD helps to reduce the dimensionality of the data while preserving the 
essential structure and patterns in word co-occurrences.

• SVD decomposes the co-occurrence matrix M into three matrices.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
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Extracting important features from PPMI matrix using SVD.

• SVD helps to reduce the dimensionality of the data while preserving the 
essential structure and patterns in word co-occurrences.

• SVD decomposes the co-occurrence matrix M into three matrices.
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Skip-gram models continues to be best suited for measuring shifts.

Positive point-wise 
mutual information 

(PPMI)

Sparse vector
High-dimensional

Singular Value 
Decomposition 

(SVD)

Loss of detail

Skip-gram with negative 
sampling (SGNS)

Dense vector
Low-dimensional

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
35



Computing pair-wise similarity time-series to track how the 
similarity between word pairs changes over time.

• For a given pair of words, 
the similarity is calculated 
using cosine similarity 
between their word 
embeddings at different 
time points (e.g., different 
decades).

William L. Hamilton, Jure Leskovec, and Dan Jurafsky (2016) Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change 
36



Computing pair-wise similarity time-series to track how the 
similarity between word pairs changes over time.
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Computing pair-wise similarity time-series to track how the 
similarity between word pairs changes over time.
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Computing semantic displacement of a word to measure how much 
a word’s meaning changes over time.

• Semantic displacement refers to the 
amount of movement or “displacement” of 
a word’s meaning in the semantic space 
over time.

• After aligning the embeddings, cosine 
distance is used between the word 
embeddings of the same word across time 
periods.

39
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Frequently used words change at slower rates as stated by 
Law of Conformity.

Regression analysis was used to explore the relationship between word frequency 
and the rate of semantic change.

By using linear mixed models, the authors accounted for both fixed effects (like 
frequency) and random effects (such as variations across different words or 
contexts).
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Frequently used words change at slower rates as stated by 
Law of Conformity.
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Law of Innovation posits that polysemous words change at 
faster rates.

Polysemy is measured by the words that occur in many distinct contexts. 

Regression analysis to understand how word frequency and polysemy relate to the 
rate of semantic change.

Measured a word’s contextual diversity by looking at its co-occurrence patterns with 
other words in a large corpus.

42



Law of Innovation posits that polysemous words change at 
faster rates.

Polysemy is measured by the words that occur in many distinct contexts. 

Regression analysis to understand how word frequency and polysemy relate to the rate of semantic change.

Measured a word’s contextual diversity by looking at its co-occurrence patterns with other words in a large 
corpus.

apple

fruit

juice

tree

apple

fruit

company

computer

43Case 1: High Clustering Coefficient (Low Polysemy) Case 2: Low Clustering Coefficient (High Polysemy)



Law of Innovation posits that polysemous words change at 
faster rates.

R
at

e 
of

 S
em

an
ti

c 
C

h
an

ge
 ∆

(𝑤
𝑖)

log (polysemy)

44

∆ 𝑤𝑖  ∝ 𝑑 𝑤𝑖 𝛽𝑑



Takeaways.

• Creation of diachronic word embeddings by using 
PPMI, SVD and SGNS.

• Identification of statistical laws of semantic change.
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