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PROBLEM 
STATEMENT

▪ Online content has become a major issue in today’s world 

due to an exponential increase in the use of internet by 

people of different cultures and educational background.

▪ Considering the time, a modern human spends on the 

Internet, one can expect that this online information, when 

combined, can reveal significant information.

▪ Research Question: How to automatically know the 

sentiment/emotion of tweet-replies in commenting platforms? 
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Examples of Tweet & Replies
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Emotion 
Models

EMOTIONS REFERENCES

Anger, Disgust, Fear, Happiness, 

Sadness, and Surprise

[6]

Nervous, Anxious, Tension, Afraid, 

and Fear

[7]

Anger, Fear, Anticipation, Trust, 

Surprise, Sadness, Joy, and 

Disgust

[8]

Surprise, Disgust, Happiness, Fear, 

Sadness, and Anger

[9]
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Feature Analysis

FEATURE REFERENCES

Offensive words/ Hostile language [1], [2]

Number of statuses [1], [4]

No. of followers [1], [2], [4]

No. of favorites [1], [2]

No. of URLs/tweet [1], [4]

No. of hastags/tweet [1], [2]

Suspended & deleted accounts [1], [2]

No. of posts since account creation [2], [4]
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Evaluation 
Metrics

ALGORITHM REFERENCES

Logistic Regression [3], [10]

Naive Bayes [4], [6]

Support Vector Machines [3], [10]

Random Forest (RF) [3], [4] , [5]

XGBoost(XGB) [3]

CatBoost(CB) [3]

Extra-Tree (ET) [3]

Decision Tree [4], [8]

TF-IDF [10]
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DATASETS

REFERENCES DATASET

[2] 100386 users 

[3] 558 hate tweets received a total 

of 1711 replies

[4] Twitter Streaming API (a) 1M 

random tweets 

(b) hate-related 650K tweets 

based on 309 hashtags 

[5] 7M comments 

[6] 16,5300 tweets

[7] 10,48576 tweets
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Proposed 

Methodology

Twitter API

Data Collection

Manual Annotation

Pre-processing

Emotion classification
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Data Collection

• We searched verified profiles for the target political leaders and manually collected 
15 unique tweets for each of the leader.

• we collected tweet replies from Twitter API, web-scraping using Selenium, 
BeautifulSoup. We have focused on tweets related to Indian Politics. We collect all 
tweet-replies commented at tweets published by politicians like Arvind Kjeriwal & Amit 
Shah from September 2019 till June 2020.

• The dataset consists of: 
(a) 30 tweets, 
(b) 3200 tweet replies
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EMOTIONS OF USERS & GROUND TRUTH

SAD ANGRY DISGUST
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Manual Annotation of Tweet-Replies

We aim to build two types of 
classifiers:

Binary classifier (Label 1)

Multi-class classifier (Label 2)

Label 1: To classify a tweet reply as 
happy or unhappy:

0: Happy

1: Unhappy

Label 2: If the value of Label 1 is 
'unhappy', then we define 3 
emotional roles:

1: Sad

2: Angry

3: Disgust
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SOME EXAMPLES 
WHERE LABEL 1 IS 
MARKED 1(UNHAPPY)

Tweet-Reply Label

Wastage of funds. Build statues and 

Temples instead.

Unhappy

U people r doing less n speak much 

louder n other hand 

@narendramodi

@TajinderBagga

he work hard to unite India n u 

people donate like its really scary 

situation again let u ask to think 

about ur strategy n make sure India 

first n All ur other agenda comes 

second.

Unhappy
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SOME 
EXAMPLES 
WHERE LABEL 1 
IS MARKED 
0(HAPPY)

Tweet-Reply Label

Sir Indeed.. Ladies in Delhi are really enjoying 

and overwhelmed.

Happy

Wish each state & central govt. in our country 

someday throws away their political 

ideologies & EGOs for the sake of #INDIA's 

future and implement similar educational 

structure...

We didn't get a #smart_educational_system.. 

Hope the next gen gets it...

#India_will_shine_again...

Happy

Modi hain to mumkin hai. Happy
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SOME 
EXAMPLES OF 
LABEL 2 
ANNOTATION

Tweet-Reply Label

Wastage of funds. Build statues and Temples 

instead.

Sad

I am a modi supporter but really like your work. 

Just keep distance from congress. I will support you.

Sad

What for. They did nothing. They are making fool . 

They are liars. No college was opened by them. 

They are outsiders.

Angry

Bribing voters will not help Disgust

In unauthorized colonies largely illegal constructions 

carried out by property mafia. Govt of Delhi do 

not want to touch this issue as govt land is sold by 

builder mafia and big vote bank politics loss

Disgust
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PREPROCESSING Tokenizer

Lowercase

Stop words 
removal

Hashtags

Word-
vector

Translation

URLs and 
user 

mentions 
removal
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Word Vector 
Representation

Bag of Words

• BoW is an unigram model where we consider 
individual words into account and give each word a 
unique number. 

• CountVectorizer is a part of sklearn package, which 
converts collection of documents to tokens. 
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TF-IDF

• This is another method which is based on 
the frequency method but it is different to 
the bag-of-words approach in the sense 
that it takes into account, not just the 
occurrence of a word in a single document 
(or tweet) but in the entire corpus.

• TF-IDF works by penalizing the common 
words by assigning them lower weights 
while giving importance to words which 
are rare in the entire corpus but appear in 
good numbers in few documents.
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Binary Classifier
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Binary 
Emotion 
Classifier

Logistic Regression 
– BoW 

Accuracy: 
75%

Logistic Regression 
– TF-IDF 

Accuracy: 
71%

Naïve Bayes Accuracy: 
79%
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Multi-class Classifier

# 'Angry':

Most correlated unigrams:

• elections

• jhoot

Most correlated bigrams:

• ground reality

• sewer line

# 'Disgust':

Most correlated unigrams:

• corruption

• muft

Most correlated bigrams:

• ground reality

• Clean water

# ‘Sad':

Most correlated unigrams:

• respect

• help

Most correlated bigrams:

• vote nahi

• kisi vote
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MULTI-CLASS 
CLASSIFIER-RESULTS 
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Model Name Accuracy

Linear SVC 0.64

Logistic Regression 0.64

Multinomial NB 0.63

Random Forest Classifier 0.62
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Future Work

We may increase the size 
of our Hinglish dataset.

User features like 
hashtags, emoticons, 
followers, tweet reply 
length, user mentions, 
username, date & time of 
tweet reply, can be 
considered to extract 
some meaning out of 
them.

Users usually post images, 
videos & GIFs as part of 
tweet-reply which can 
also be a part of corpus.

Language ambiguity.

In the future, we can use 
Transfer Learning/Deep 
Learning approach to 
automatically detect 
emotion.
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Conclusion

Detecting emotion in Hinglish tweet-replies is 
one of the challenging problem to solve, and we 
faced various challenges during data collection 
and classification like:

• Informal language users use in tweet-
reply.

• Tweet-reply which don’t have any 
emotion.

• Language ambiguity

© Indira Gandhi Delhi Technical University for Women 24



Thank You


